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Abstract. In this work we explore a fully convolutional network (FCN)
for the task of retinal layers segmentation on retinal optical coherence
tomography (OCT) images. FCN has proven to be a powerful tool for
many medical applications in recent years. The FCN is trained to seg-
ment the different layers based on manually annotated data. At test time,
the probability maps for the different layers are extracted from each test
case. Next, Sobel edge filter along with graph search methods are used to
detect each layers boundary. The proposed method was validated on 24
patients with different pathologies including epiretinal membrane (ERM)
and Diabetic Macular Edema (DME), and shows promising results com-
pared to the state of the art.
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1 Introduction

Optical coherence tomography (OCT) has been widely used in a variety of med-
ical imaging applications [9]. Today, it is an indispensable tool for the diagnosis
and follow up of macular and neurodegenerative diseases, such as age-related
macular degeneration, diabetic macular edema, glaucoma and many more. Ex-
act measurement of different layer thickness and accurate comparison over time
is an important tool for the evaluation of disease progression. Manual segmen-
tation of these layers can be very time consuming and inconsistent for different
experts. This highlights the need for computerized analysis to assist clinicians
in the segmentation of the retinal layers.

Several OCT retinal segmentation algorithms have been proposed in recent
years. Graph based methods have been used in many of the works for extraction
of the boundaries between the different layers [4,10]. Other works formulated this
problem as a classification problem using several machine learning techniques.
Features extracted from the different layers or layer boundaries were used for
training a classifier [12].
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In recent years, deep learning has become a dominant research topic in nu-
merous fields. Specifically, Convolutional Neural Networks (CNN) [13] obtained
outstanding performance on different tasks including many medical applica-
tions [3, 7, 16]. Deep CNNs are fully data-driven and can retrieve hierarchical
features automatically by building high-level features from low-level ones, thus
obviating the need to manually customize hand-crafted features. CNN has been
recently used for automatic retinal layer boundaries segmentation and showed
promising results [6]. The CNN was trained using patches taken out of the rele-
vant boundary pixels.

In this paper we used a fully convolutional architecture [14] for retinal lay-
ers segmentation in OCT images. Fully convolutional networks (FCN) can take
input of arbitrary size and produce correspondingly-sized output with efficient
learning. Unlike patch based methods, the loss function using this architecture
is computed over the entire image segmentation result pixel-wise and includes
more global context. Processing entire images instead of patches removes the
need to select representative patches, eliminates redundant calculations where
patches overlap, and therefore scales up more efficiently with image resolution.
Moreover, skip layers are used to combine information across different scales.
The output of this method is the different layers probability map. We next used
Dijkstra’s algorithm [5] to find each layer boundaries based on the network’s out-
put. The purpose of this study was to explore the segmentation performance on
four retinal layers which were more difficult to handle using previous mentioned
techniques.

2 Fully Convolutional Network Architecture

In the following we provide details on the network architecture as well as the
the training process.

2.1 U-Net

The network architecture is U-Net based [16]. Let Ck,s denote a Convolution-
ReLU layer and CBk,s denote a Convolution-ReLU-BatchNorm with k filters
of size s × s, CDk,s denotes a Convolution-ReLU-Dropout layer and CBDk,s

denotes a Convolution-ReLU-BatchNorm-Dropout with a dropout rate of 50%.
CBPk,s denotes a Convolution-ReLU-BatchNorm-Maxpool with pooling size of
2× 2, and Uf denotes an Upsampling (deconvolution) layer by factor f .

The ”U-Net” encoder:
C64,3 → CBP64,3 → C128,3 → CBP128,3 → C256,3 → CBP256,3 → C512,3 →

CBP512,3 → C1024,3 → CB1024,3.

The ”U-Net” decoder:
U2 → C512,3 → CB512,3 → U2 → C256,3 → CBD256,3 → U2 → C128,3 →

CBD128,3 → U2 → CD64,3 → C64,3 → C4,1.
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The ”U-net” includes skip connections between every second layer i in the en-
coder and layer n− i− 1 in the decoder, where n is the total number of layers.
The skip connections concatenate activations from layer i to layer n− i− 1.

2.2 Training

Input images and their corresponding segmentation maps are used to train the
network using Adam optimizer [11] with GPU acceleration. We concentrated
on four retinal layer complexes: RNFL, GCL+IPL, INL, and OPL. Figure 1
shows the mentioned layers. The regions surrounding these layers were ignored
during the training process. All images were aligned using the RPE boundary
segmentation and Bilateral filter [17] was used to reduce noise while preserving
strong edges in the image.

Fig. 1. OCT image with the four retinal layers used for training and testing: RNFL,
GCL+IPL, INL, and OPL. The RPE boundary segmentation was used to align the
images.

Cross entropy loss function was used following a pixel-wise soft-max over the
network final output. The learning rate was chosen to be 0.001 for the first 10
epochs and 0.0001 for the last 10 epochs (total of 20 epochs). The weight decay
was chosen to be 0.0005 and the momentum parameter was 0.9.

2.3 Data Augmentation

Data augmentation is essential to teach the network the desired invariance and
robustness properties. We generate different scales from 0.8 to 1.2 as layers size
can change significantly. Moreover, gamma correction was applied with values
ranging from 0.8 to 1.2. The values are sampled using uniform distribution. For
each image in our dataset, four augmentations were created during training time.

3 Dijkstra Based Boundary Segmentation

The output from the trained FCN model is a per-pixel and per-class probability
map. For each class probability map we extract the boundary using Sobel filter
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[1]. Sobel filter can be used to distinguish between the upper and the lower
boundaries. We make use of the fact that we know the order of the layers to
retrieve each layer boundary one at a time, ignoring regions that are not relevant
after finding a layer boundary. We use Dijkstra to find the shortest path that
represents each specific layer boundary. Figure 2 shows an illustration of this
process.

Fig. 2. The proposed framework for one retinal layer. (a) An OCT image after RPE
layer alignment and bilateral filter; (b) The FCN probability map extracted for one
layer; (c) Sobel operator is used to extract the lower boundary of the layer; (d) Dijkstra
algorithm is used to achieve the final boundary.
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4 Experiments

4.1 Data

Our dataset included 24 OCT B-scans from 24 different patients with 734 im-
ages collected from the retina clinic at the Tel Aviv Sourasky Medical Cen-
ter. The study was approved by the Ethics committee review board of the Tel
Aviv Sourasky Medical Center and conducted in adherence with the Declaration
of Helsinki. Six of the patients were diagnosed as having epiretinal membrane
(ERM), six patients were diagnosed with Diabetic Macular Edema (DME), while
the remaining 12 patients were healthy. After pupil dilation, all patients un-
derwent spectral-domain OCT (Spectralis; Heidelberg Engineering, Heidelberg,
Germany). Images were acquired using horizontal raster pattern scans, which
were obtained via a 30 x 25 scan field, composed of 31 horizontal B-scans,
spaced at 238 µm. Each B-scan was set to average 9 frames each. The layers
were initially segmented using the OCTSEG software [15], manual corrections
were made by an expert ophthalmologist. Since our dataset was relatively small,
we used 3-fold cross validation to test the proposed method’s performance.

Table 1. Thickness Differences (mean and standard deviation in pixels) and DICE
Index between manual grading and automated grading using U-Net, patch-based CNN,
and OCTExplorer.

Retinal Layer
U-Net Patch-based CNN OCTExplorer

Mean
Diff.

STD DICE
Mean
Diff.

STD DICE
Mean
Diff.

STD DICE

RNFL 1.12 1.39 0.95 1.36 1.66 0.94 3.65 2.62 0.85

GCL+IPL 1.85 1.87 0.92 2.34 2.05 0.89 2.43 2.11 0.78

INL 1.85 1.66 0.85 2.13 1.68 0.81 1.91 1.70 0.62

OPL 1.60 1.60 0.86 1.94 1.76 0.83 3.19 2.17 0.84

4.2 Segmentation- Comparative Evaluation

We compared the FCN to the patch based method. We designed a patch-based
CNN similar to the one introduced by Fang et al [6] to segment the four retinal
layers. In this method the CNN is trained to provide the boundaries probability
maps and Dijkstra is used to recover each layer boundaries. Another compar-
ison was made to the publicly available OCTExplorer software [2]. The mean
thickness difference (in pixels) between the automated and manual segmenta-
tion was computed for the four layers of interest. Next, the absolute value of
the differences was used, and its mean and standard deviation was calculated
across all cases. Moreover, DICE index was used for each layer to evaluate the
layer segmentation performance. Table 1 presents the results for each layer us-
ing the FCN, the patch-based CNN, and OCTExplorer. The U-Net architecture
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Fig. 3. Example results of the proposed method.
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provided better results in all layers in both thickness measures and DICE in-
dex. Figure 3 shows examples of our proposed method results using the U-Net
architecture.

5 Conclusions

Our objective was to explore two deep learning based methods for the segmen-
tation of the retinal layers. The U-Net based fully convolutional model used in
our work provided better results in all layers compared to the patch-based CNN.
This is a preliminary work, additional experiments should be conducted using
a larger dataset including additional pathologies, and exploring different fully
convolutional architectures. Furthermore, our model can be easily extended to
segment additional retinal layers, this extension can be explored in future ex-
periments.

While finishing this manuscript we became aware of the preprint [8] which
has some overlap with our results.
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