
pre-defined: model architectures, data-sets, hyperparameters, optimizers, etc.
Note that it is modular, as it implements a standard tensor-to-tensor interface.

In the command you can set the model, the hyperparameters, the dataset, etc.
and run the training to check how it performs.

The installation is very easy, consisting of just 3 lines.

# Assumes tensorflow or tensorflow-gpu installed

pip install tensor2tensor

# Installs with tensorflow-gpu requirement

pip install tensor2tensor[tensorflow_gpu]

# Installs with tensorflow (cpu) requirement

pip install tensor2tensor[tensorflow]

References:

1. Olah & Carter, "Attention and Augmented Recurrent Neural Networks",
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We have reviewed the tools and research developments that made the
Transformer possible, as well as applications and code snippets where appropriate:
now, even readers with little or no background have read an overview of the field.

http://doi.org/10.23915/distill
http://distill.pub/2016/augmented-rnns/
http://colah.github.io/posts/2015-08-Understanding-LSTMs/
https://arxiv.org/abs/1706.05137
http://www.rsipvision.com/computer-vision-news/

